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A Tribute to my Fellow Travelers

• HPS - the beginning

• IMPACT – an Era with Bob Rau

• GPU Computing

• Some thoughts 



MICRO-18 (1985)

3

• Patt, Hwu, Shebanow, 
“HPS, A New 
Microarchitecture: 
Rationale and Initial 
Results”

• Work started in 1984

• Most importantly, I met 
Sabrina in 1984

• The vision is complete 
with the ISCA-92 paper 
by Yeh and Patt



HPS – from my vantage point

• Patt, Melvin, Hwu, Shebanow, 
“Critical Issues Regarding HPS, A 
High Performance 
Microarchitecture,” Micro-1985

• Hwu, Melvin, Shebanow, Chen, 
Wei, Patt, “An HPS 
Implementation of VAX; Initial 
Design and Analysis,” HICSS-1986

• Hwu, Patt, "HPSm, a High 
Performance Restricted Data 
Flow Architecture Having 
Minimal Functionality”, ISCA-
1986

• Melvin, Hwu, Shebanow, Chen, 
Wei, Patt, “Run-Time Generation 
of HPS Microinstructions from a 
VAX Instruction Stream” Micro-
1986

• Hwu, Patt, “Design Choices for 
the HPSm Microprocessor Chip, 
HICSS-1987

• Hwu, Patt, Checkpoint Repair for 
Out-of-order Execution 
Machines, ISCA-1987, IEEE TC

Emer (and Clark)  - 1984
Smith (and Pleszkun) – 1985
Sohi (Vajapeyam) -1987



The Beginning of IMPACT

MICRO-1988

ISCA-1988

ISCA-1989



IMPACT 1987-2001

• Chang, Mahlke, Chen, Warter, Hwu, 
"IMPACT: An Architectural 
Framework for Multiple-Instruction-
Issue Processors.", ISCA-1991

• Gallagher, Chen, Mahlke, 
Gyllenhaal, Hwu, "Dynamic Memory 
Disambiguation Using the Memory 
Conflict Buffer.", ASPLOS-1994

• Mahlke, Hank, McCormick, August, 
Hwu, "A Comparison of Full and 
Partial Predicated Execution 
Support for ILP Processors.", ISCA-
1995.

• Lavery, Hwu, "Unrolling-Based 
Optimizations for Modulo 
Scheduling.", MICRO-1995.

• August, Connors, Mahlke, Sias, 
Crozier, Cheng, Eaton, Olaniran, Hwu, 
"Integrated Predicated and 
Speculative Execution in the IMPACT 
EPIC Architecture.", ISCA-1998.  

• Hwu, Sias, Merten, Nystrom, Barnes, 
Shannon, Ryoo, Olivier, "Itanium 
Performance Insights.", 
Microprocessor Forum, 2001. 

Hennessy – 1987, Flynn – 1987 Davidson – 1987, Ebcioglu – 1987, Kuck – 1987, 
Belgard – 1985, Colwell – 1990, Rau – 1991, Fisher – 1992,   Valero - 1994



ASPLOS-V (1992)

Bob also convinced me to chair MICRO-25 in 1992.



PLDI 1993



MICRO-28 (1995)



MICRO-29 (1996)



GPU Computing 2006-present
PPoPP-13, 2008



Some Lessons from GPU Computing

• Practical JIT eliminates traditional ISA as a major limiter 
of progress.

• Reduced clock frequency and power enabled continued 
performance scaling of valuable parallel applications

• Numerical libraries were badly lacking in parallelism 
before 2006 (e.g., Chang, et al 2012).

• CUDA/OpenCL programming is effective, useful but not 
for more than a few thousand programmers.

• Data transfer cost in the modern PC architecture badly 
limits the use of non-CPU compute devices.

• Software abstractions are poorly implemented in 
modern systems.



Native x86Native x86

Map Task, in Java VM Reduce Task, in Java VM

Host Host

Input Split

Map

Partition/Sort

Sorting
Compression Codec org.apache.hadoop.io.
compress.Compressor

Save on disk

Shuffle codec org.apache.hadoop.mapred.
ShuffleConsumerPlugin

Fetch

Receive Data and Merge

Reduce

Compression Codec org.apache.hadoop.io.
compress.Compressor

Native compression library 
(libhadoop.so)

Native compression library 
(libhadoop.so)

Software Abstraction Creates Barriers

Hwu



State of the Art Data Transfer Behavior

Main Memory 
(DRAM)

GPU card 
(or other Accelerator cards)

CPU

DMADevice 
Memory

Network I/O with 
Compression engine

Disk I/O

PCIe



Desired SoC Data Transfer Behavior

Main Memory 
(DRAM)

CPU/GPU

DMA

Network I/O with 
compression engine

Disk I/O

LLC

SOC

Potential >30X savings in energy

NoC



A few thoughts for our early-
career colleagues
• That is, everyone here except for Yale

• Yale is mid-career

• Processor cores, accelerators, NICs, and storage controllers 
are the new data path components in the SOC era.

• Impactful microarchitecture research will likely need to 
involve OS and compiler innovations.
• Java Bytecode is arguably the most important ISA
• OS and VM implementations are long overdue for revamping.

• Performance/efficiency of many applications can be 
improved by ~100x by squeezing out inefficiency from the 
implementation stack.
• Will likely take a decade or more to materialize in a scaling manner
• Much of the progress will need microarchitecture support
• Be radical!



To Bob Rau, a gentleman in every 
sense of the word.


