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Fine-grained Heterogeneity
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Benchmarks

Oracle Reactive SuperTrace

Time spent on the Little backend increases by 46% on average

Energy Conservation
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Benchmarks

Reactive SuperTrace

On average, we conserve 43% more energy than a reactive controller

Composite Cores
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Trace-Based Controller Overview

Fine-granularity  “Reacts”  Poorly
• Traditionally, controllers assume future quanta (intervals) have behaviors 

similar to recent past

→React to performance changes!

• At fine-granularity, performance varies rapidly between quanta

• Traditional controllers cannot react promptly enough to capture variation

Don’t  React  – Predict!

Traditional Switching Controllers
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