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uDIREC solves two problems: (8)
— Fault diagnosis at a fine resolution
— Reconfiguration to find new routes — Dedicated testing is not required = no overhead in absence of errors
1 — Unified implementation in software - low area overhead , fault manifestation coarse-grain fault model  fine-grain fault model ,

Routing in Irregular Networks Routing with Unidirectional Links Growing Trees Concurrently
— Routing algorithm should disable paths that lead to deadlock — Separate spanning trees for up (up-tree) and ( ) links up-tree and can be constructed:
— Up*/down* routing disables turns to avoid deadlock = Up-tree: unidirectional links towards root - independently: may lead to inconsistent marking
1. Construct spanning tree rooted at a node (assumes bidirectional links) = . unidirectional links away from root _ , _
2. Mark links towards root: up otherwise) - Consistent ordering/labeling: no link marked both up and - concurrently: consistent labeling guaranteed by construction
3. Disable all —up turns expand trees beyond a node only if reachable by both up-tree and
4. Follow up links towards root and links to destination — As links are marked according to up*/down* principle (and no conflicts) _ _
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Up*/down* does not work with unidirectional links choice of root node affects connectivity

Reconfiguration Algorithm Rellablllty Results Performance Results
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