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Problem

- Thread-level parallelism (TLP) limited by
  - Thread synchronization patterns
  - Memory access patterns
  - Data dependencies
  - Limited hardware resources

- Low TLP exposes pipeline latencies
  - Data-forwarding networks are power hungry
Contributions

• Limited forwarding for a few recently executed instructions

• Reduce impact of pipeline latency on performance
  • Low voltage pipelines with negligible impact on performance

• Mean speedups of 23% (SP/Int) and 33% (DP) within the same power-budget